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Proven in Production 

250+ Arteris-connected SoCs in 

2.8+ Billion Systems

Arteris IP – The Leading SoC Integration IP Company
FOUNDED IN 2003 ; HEADQUARTERS IN SILICON VALLEY

Continuous Technology Innovation Global Presence

Shanghai
Tokyo 

Campbell Seoul

Taipei
Bangalore

Paris

IsraelAustin

Interconnect Technology Think Tank

FlexNoC® 2010 Main interconnect, 2nd gen

FlexWay™ 2010 IP subsystem interconnect

FlexPSI 2013 All-digital interchip link

FlexNoC Resilience 2014 Resilience for ISO 26262

FlexNoC Physical™ 2015 Links to physical SP&R

Ncore® 2016 Cache coherent interconnect

PIANO® 2017 Automated timing closure

CodaCache® 2018 Independent last level cache

AI Package™ 2019 Machine learning interconnect

Ncore 3 2020 CHI & ACE cache coherency

Data is current as of 30 November 2021
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Connected by Arteris Ecosystem

Top Semis use Arteris IP
Publicly Disclosed Customers

In Leading Systems

Sales & Marketing
9%

Engineering
61%

Application Engineering
18%

G&A
12%
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Large & Growing Customer Base



Active NoC IP Customers – Public
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*Logos and customer names include Arteris IP users as of 30 November 2021
NXP is a trademark of NXP B.V. 
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5G and Mobility5G

IoT, CE & ASICAI / Machine Learning

Server, SSD, Networking & Automation
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Major Industrial 
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Interconnect, the Data Highway of the SoC

FlexNoC® Non-coherent Interconnect

High Speed Wired Peripherals

USB 3
USB 2

PHY
3.0, 2.0

PCIe

PHY

Ethernet

PHY

Wireless Subsystem

WiFi

GSM

LTE

LTE Adv.

InterChip Links

Memory Subsystem

Wide IO
LP DDR
DDR3/4

PHY PHY

Memory Scheduler

Memory Controller

ArterisIP Ncore cache coherent interconnect IP

FlexWay Subsystem Interconnect

HDMI

MIPI

Display

PMU

JTAG

I/O Peripherals

CRI
Crypto

Firewall (PCF+)

RSA-PSS
Cert.

Engine

Security Subsystem

Design-Specific Subsystems

Accelerator 
Subsystem(s)

Ncore® Cache 
Coherent Interconnect

Arm® Cortex® CPU Subsystem

A76AE

DSU (L3 cache)

A76AE

A76AE

A76AE

A76AE

DSU (L3 cache)

A76AE

A76AE

A76AE

ArterisIP FlexNoC non-coherent interconnect IP

ArterisIP CodaCache last level cache

CodaCache™
LLC

CMC $

Proxy $

Application IP Subsystem

DSP

SRAM

IP

IP

IP

IP

FlexNoC Interconnect

Machine Learning Subsystem

Machine Learning Subsystem

Ncore Interconnect
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Arteris IP Focused on Automotive & Machine Learning

Cameras
Radar

Lidar

Notes: Numbers in parentheses are the number of “complex” SoCs per function. Logos and company names are 

publicly announced Arteris customers as of 1 July 2019. 

Source: Arteris IP

Chassis Control (4)

Vision Camera (4-16) (4)

ADAS / Machine Learning (1-4) (2)

Toshiba

Not Public NXP

Dashboard / HUD (2) NXP

Radar and/or LIDAR (4-6) (6) Not Public

V2X / V2I / WAN Modem (2-3) (3) Not Public

Engine Control (2)

Infotainment (1) NXP Not Public

NXP

NXP
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What is an ASIL (Automotive Safety Integrity Level)?

When ASIL B ASIL C ASIL D

SPFM

Single Point Fault Metric
Operating > 90 % > 97 % > 99%

LFM

Latent Fault Metric
Key-on > 60 % > 80 % > 90 %

FIT

Failure in Time
Operating < 100 < 100 < 10

Definitions

Single Point Fault Metric (SPFM) - % coverage by 
safety mechanisms

Latent Fault Metric (LFM) - % coverage by safety 
mechanisms of multi-point faults

Failure in Time (FIT) - # of expected failures in one 
billion hours (114,155 years)

Ramifications

Hardware protection in SoC interconnect (rules of thumb)

– ASIL B = fault detection (ECC/parity, SW)

– ASIL C/D = unit duplication for key logic

Built-in Self Test (BIST) and checkers required for HW 
safety mechanisms!
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Products and Technology
- Proven technology used in billions of SoCs

- 1-2 new products per year addressing SoC innovation
- 4-6 product enhancement releases/yr. for customer support
- Mature quality processes for trouble free deployment
- Deep technical interconnect IP expertise

8Arteris Confidential12/13/2021



Arteris FlexNoC – A complete product

FlexNoC

NoC IP HW

Library

Tools

Architecture

& Validation

Tools

Generation

& Implementation
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• Wire density

• Power

• Timing 

closure

Chip designer and System architect

MHzmm2DRCs mW MBpsprotocols latency

CPU

DDR

CPU

DDR

FlexNoC®

NoC IP

Library

Tools

Architecture

& Validation

Tools

Generation

& Implementation
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FlexNoC tool flow

Architecture
switch topology

QoS, buffers

serialization

FlexExplorer (SystemC)
use case performance

Structure
RTL, SystemC

IP-XACT

scripts/constraints

SynthesisP&R

traffic 

scenario

Piano
LEF/DEF,

auto pipe,

placement

floorplan

outline

FlexVerifier
testbench

tests
gates 

estimate

Specification
sockets

domains

memory map
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Arteris NoC Technical Advantages
BASED ON 12 YEARS SUMMARY OF SOC BENCHMARK RESULTS FLEXNOC VS. OTHER

• 50% Less Wires

– Packetization

– Packet Serialization

• 30% Less Area

– Simple Packet Transport Layer

– Configure Area of CDC

• Low Power

– Power Management Feature

– 3 Levels of Clock Gating

• Flexibility

– Multi-Protocol + Legacy support

– Fully configurable architecture

– PPA trade off, 0 latency path

– Easy pipelining

• Scalability

– 100+ IPs

– “Lego Box” NoC IP Library

• Automation

– All in single GUI

– Development time saving

• Automatic test bench

• Modeling platform

• Area estimation

• Integration

– System Features

• End-to-end QoS

• Power

• Debug

• DDR scheduling

• Security

• Resiliency for Functional Safety
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Best Way to Assemble IP Blocks into an SoC

• Flexibility and Productivity with market leading PPA

• Broadest interconnect IP product portfolio

• Continuous Interconnect Technology Delivery

• Experienced, Responsive Global Support

• Quality, Proven Products shipping in billions of systems

Make more complex, safer systems at lower cost.

13Arteris Confidential12/13/2021



NoC architecture overview
W H AT ’ S  A N O C ?

Arteris Confidential 1412/13/2021



Bus or Network? • Buses are:

– Single, shared communication resources

• Everything is serialized

– Broadcast from selected source to all 
destination

– Arbiter selects which source owns the bus

– Address decode selects which destination 
shall listen to request

– example: PCI

• Networks are:

– Point-to-point communication resources

• Can have multiple communications in 
parallel

– Switches manage traffic

• Routing to destination 

• Arbitration in case of conflicts

Arteris Confidential 15

IP/Initiator IP/Initiator

IP/Target IP/Target IP/Target

IP/Initiator IP/Initiator

IP/Target IP/Target IP/Target
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Networks have a long history in computers

Arteris Confidential 16

There is a network inside every massively parallel supercomputer
(e.g., SGI Origin):

Cables

Chips

Nodes
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Network-on-Chip 

Arteris Confidential 17

A network contained inside an IC, built with digital logic instead of chips, cables, cabinets, etc.

Example: PlayStation 3 Cell processor uses 4 rings to 
transfer data between processing elements
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NoC architecture overview
• Network-on-Chip function

– Transports requests from 
Initiators to Targets and 
responses back

– Initiators: CPU, GPU, DMA…

– Targets: SRAM, DDR, registers…

• Component breakdown

– The transport is built using 
switches

– The switch arrangement is the 
topology

– Often, the transport uses its 
own protocol

• Fine-tuned for distance 
spanning, efficiency

• Transport atoms are called 
packets

Arteris Confidential 18

Converter/IConverter/I

Converter/TConverter/T Converter/T

Transport 
domain

IP/Initiator IP/Initiator

IP/Target IP/Target IP/Target

12/13/2021



NoC architecture overview - 2 • If transport uses its own protocol

– Protocol converters exists at the 
edge

• Convert IP protocol to transport 
protocol and vice versa

• Typically transport two major flows 
of packets

– Requests packets (I>T)

– Response packets (T>I)

• Typically on 2 different networks

– Avoid circular dependencies = 
deadlocks

– Or using Virtual Channels (more on 
this later)

Arteris Confidential 19

Converter/IConverter/I

Converter/TConverter/T Converter/T

IP/Initiator

IP/Target

Transport 
domain

IP/Target IP/Target

IP/Initiator
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NoC architecture overview - 3

– Other kind of networks may exist

• Debug, Service, etc. 

– Other type of packets may exist

• Credits, QoS service, etc.

Arteris Confidential 20

Converter/IConverter/I

Converter/TConverter/T Converter/T

IP/Initiator

IP/Target

Transport 
domain

IP/Target IP/Target

IP/Initiator

service
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NoC architecture overview - 4
• The NoC can be divided into 

domains:

– Power domains: 

• different power supply 

• Can dynamically transition 
ON<>OFF

– Clock domains:

• Synchronous divide of a 
reference

• Synchronous subset of a 
reference (enable)

• Asynchronous (arbitrary phase 
and frequency)

• Mesochronous (same 
frequency arbitrary phase)

– The NoC does the adaptation

Arteris Confidential 21
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TOPOLOGY
S W I T C H E S ,  L I N K S ,  R O U T E S
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Definitions – Switch & Link
• A switch is a logic function that can route the 

traffic from I inputs to O outputs

– It performs routing: Mapping a request from its input 
ports to an output port according to a mapping 
function

– It performs arbitration: Resolution of conflicts when 
multiple input ports need to access the same output 
port

– More details on the switch structure later

• For now it’s a black box

• A link connects a switch output port to the next 
switch input port

– Protocol converters at the edge of the network are 
connected to switches using links as well

• Switches and links carries packets

Arteris Confidential 23

Switch

Link
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Definition: Route

• A route is an ordered list of network elements 
between a source and a destination

• Example: 

– From S1 to D1 the route is {SW2, SW3, SW4)

• The network is performing packet routing:

– Calculation of a route for each packet wishing to 
reach a destination

• The list of switches + the routing function = the 
topology

– Important consequence: The links are therefore 
implicit!

Arteris Confidential 24

SW1 SW2

SW3

SW4

S1

D1
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How many ways to implement an interconnect?

• The problem: 

– We need to connect S sources to D destinations using a 
set of switches and links

– Without lack of generality let’s assume all S need to 
communicate with all D

– What is the optimal interconnect implementation, 
knowing:

• The amount of traffic between each S and each D?

• The location on the chip of all S and all D?

– Optimal interconnect implementation means minimize:

• Amount of logic in switches

• Amount of wiring between switches

• Solving this problem is finding an optimal topology!

Arteris Confidential 25

Interconnect

S S S

D D
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Why everything is not just a big switch?

• Simplest solution: Use a S x D switch!

• Problem: It does not scale well! 

Arteris Confidential 26

S Sources

D Destinations

Big, SxD switch
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Cost of a “big” switch • A S x D switch can be decomposed in:

– S switches of size 1 X D

• Also called “splitters”

– D switches of size S x 1

• Also called “mergers”

– S x D wires

• This topology is called a crossbar

• Examples: 

– A 10 x 10 crossbar has:

• 10 switches 1x10; 10 switches 10x1; 
10x10 = 100 wires

– A 20 x 20 crossbar has:

• 20 switches 1x20, 20 switches 20x1, 
20x20 = 400 wires

• The cost of a crossbar is quadratic

Arteris Confidential 27

Big, SxD
switch
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Big crossbars implementation challenges

• Big crossbars use a lot of silicon real estate

– Number of wires increases as S x D

– Wires → signal integrity buffers → gates

• Crossbars require careful layout

– Often need to dedicate a location in the middle of the chip

Arteris Confidential 28

#1 crossbar switch, East 30th St., New York, 
New York, 1938.
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Big crossbars and layouts

Arteris Confidential 29

OK (kind of) Don’t even try

Big cross bar can be in the middle There is already something in the middle
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Big Cross Bar inefficient use of wires

• Cross-section bandwidth: How much bandwidth 
goes through links when the interconnect is cut 
“in the middle”

• If we say that each source S and each 
destination D has the same link width ad run at 
the same clock

– Carries a bandwidth of “u”

• Network must transport min(S x u, D x u)

• But cross-section bw is S x D x u

• S x D x u >> min(S x u, D x u)

• Conclusion: A huge majority of crossbar wires 
do nothing!

Arteris Confidential 30

S x u

D x u

DxS x u
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Reducing the size of the big crossbar

• Combining traffic from masters as early as 
possible

• Keeping traffic to slaves combined as long as
possible

• Goal: Reduce the dimension of the crossbar

– Gain is fast since crossbar cost is quadratic

– A 14x14 crossbar is ½ the size of a 20x20!

• Combining 6 sources, and 6 destinations, already 
half the size!

• Of course, reduction in size also comes with a 
reduction of the maximum throughput

– Paths that were parallel before becomes serialized

– This is perfectly acceptable for most applications!
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Minimizing the size of the big crossbar

• What’s the smallest topology using this approach?

– Combine all sources into one

– Distribute the result to all destinations

– This topology is called a shared link

• All packets serialized on a single link

– Becomes the bottleneck for performance

• In the area/performance tradeoff, it’s the smallest 
area / lower performance ratio

Arteris Confidential 32

Shared link
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Example

Arteris Confidential 33

16Kgates
16Kgates2Kgates

12/13/2021



Adaptation to layout – basic idea

Arteris Confidential 34

Same 

functionality

Centralized merger:
Everything done in a 
central place

Distributed merger:
Function spatially distributed → Easier to implement!

Same 

functionality
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Adapt to layout – cont.

Arteris Confidential 35

Centralized implementation
Smallest

Distributed implementationCentralized implementation
Biggest
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Benefit of distributed topologies

Arteris Confidential 36

Difficult! Easy!

A distributed implementation is well adapted to most layouts
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One step further – The ring!

Arteris Confidential 37

• Often some sources and destinations are close to each other: They can share a switch

• Switches become both sources and destinations of traffic

• To reduce the average distance (in switches) between source and destination: Bi-directional connections 
between switches

• We have built a ring topology
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Concept: Path diversity
• Rings are a class of topology with more than one 

possible route between a source and a destination

– 2 connections between 2 switches: East and West

– So 2 paths between a source and a destination: Going 
East first or West first

• When a topology has path diversity, routing can 
become adaptive

– Selection of a path depends on workload

– Network performs load balancing 

– However, adaptive routing has challenges

• Variable latencies

• Deadlocks, livelocks

• Implementation complexity

Arteris Confidential 3812/13/2021



How about Torus, Meshes, Cubes, etc.?

• Regular “classic” topologies:

– Organization of components on the chip follows a well 
known 2D arrangement 

– Communication between elements is regular

– Network can follow the component arrangement!

• High path diversity

• Complex routing functions

– Benefits: Strictly controlled link length can allow very 
high speed

• However, almost never found as-is in a SoC!

– 99% of SoCs have irregular communication patterns

– Most have a Unified Memory Architecture (UMA)

• Most traffic goes to/from DDR

Arteris Confidential 3912/13/2021



Meshes in the competition landscape

Arteris Confidential 40

• Intel / NetSpeed Orion is 
a “degenerated mesh”

– Routers are placed on a 
grid

– Links are adjusted to deal 
with traffic

• ARM CMN-600 is a mesh-
based cache coherent 
interconnect 
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Can Arteris do meshes & rings today?

• Yes, we can!

• However:

– The hardware cannot take advantage of path 
diversity

• Load balancing cannot be done using 
dynamic routing

• All routes shall be specified manually at 
design time

– Avoiding deadlocks is difficult

Arteris Confidential 41
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“Real life” topologies

In “real life”, topologies are a mix of crossbars, with various 
degrees of distributed mergers and splitters
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Request Networks / Response Networks

• Some topologies are well suited to unified 
request+response network

– E.g.: Ring, mesh. Requests and responses can use 
the same network.

– Issues: Deadlocks! If a target needs to move a 
response before it can accept a new request (most of 
them do), but the unaccepted request is blocking the 
response because they share a path: Circular 
dependency.

• Complete separation of request and response 
networks are more robust

– Guaranteed free from deadlocks

– Allow different optimizations in each directions

– Better suited to typical SoC networks (irregular)
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Switches
N E T W O R K  B U I L D I N G  B L O C K S
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Switch high level view

• A switch is a logic function that can route the 
traffic from I inputs to O outputs

– It performs routing: Mapping a request from its input 
ports to an output port according to a mapping 
function

– It performs arbitration: Resolution of conflicts when 
multiple input ports need to access the same output 
port

• Switches and links carry packets

Arteris Confidential 45

Switch

Link

Inputs

Outputs
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Simplified switch architecture • Splitters perform:

– Decoding of the output port from 
header information (routing)

– Tracking of the packet FLITS and 
holding of the decoded value until the 
end of the packet (state)

– Demux of the forward packet signals to 
the output port merger

– Mux of the flow control signal(s) from 
the output port merger

• Mergers perform:

– Arbitration of the incoming forward 
headers and choice of a winner

– Tracking of the packet FLITS and 
holding the winner status until the end of 
the packet

– Mux of the forward packet signals of the 
winner

– Demux of the flow control signal(s)

Arteris Confidential 46

splitters

mergers

Forward signals: Packet hdr & payload 

Backward signals: Flow control

Valid/Ready flow control
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Complex switch architecture – with VC support

• Complex switches supporting virtual channels 
need input buffers

– More on virtual channels later – in the flow 
control section

• The amount of state in a VC-capable switch is 
an order of magnitude higher compared to the 
simple switch
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Routing

• Routing = Find a route between a source and a destination

• Most NoC routing functions are 

– Static: Defined at design time

– Oblivious: Do not depend on the state of the system

– Static routing cost is low, routing function computation is fast

• Issue: Does not balance load on different links when there is path diversity

– FlexNoC routing is static, explicit: All routes are defined by the designer

• However, routing can be dynamic, adaptive

– When path diversity exists: Choice between multiple path can be made 
dynamically

– If routing is a function of the system state: Adaptive

– Example: In a 2D torus, a packet can go in either of the 4 directions at each node

• Can be made a function of link occupancy, congestion

• Beware: Deadlocks!
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Benefit of static routing – lower cost!

• At a splitter, choosing the destination output port of the switch is in the critical path

• Routing function at each switch is implemented using a table

• If the routes are static – defined at design time – synthesis will simplify the table as a set of 
logic equations

• If the table is dynamic – can be changed at runtime – this requires a RAM lookup

• Hybrid schemes exist:

– A static table is defined at design time, but encodes multiple possible routes

– A dynamic selection amongst the possibility is made by a function

• Based on network workload, random (for load balancing), etc.
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Benefit of dynamic routing – congestion avoidance

• If routing decisions can adapt to the network load, 
the network can be used more efficiently

• Beware livelocks: Packets that moves without 
ever reaching their destination.
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Benefit of dynamic routing – non-blocking property

• If routes can be adapted to a particular 
situation, a complex network (more 
complex than a single switch!) can be 
made non-blocking:

– There is a solution for every routes as long 
as there are no destination conflicts (each 
source goes to a different destination)

• Example: Clos network

– Each routing “session” needs to find a set of 
routes from source X.Y to destination I.J 

– If the network topology satisfies a criteria for 
its path diversity, Clos networks are 
guaranteed to be non-blocking
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Arbitration

• An arbiter’s role is to select a winner amongst a set of contenders for a resource

– At the heart of a merger, in its critical path

• An important property of an arbiter is fairness: It provides an equal opportunity to all requests 
to be served. 

– Strong fairness: Requesters will be served equally often

– Weak fairness: Requesters will be served “eventually” (no starvation)

– FIFO fairness: Requesters are served in the order of arrival (and strong fairness amongst 
simultaneously arrived requests)

– Weighted fairness:

• Two requests might represent completely different amounts of data transferred

• Example: A byte read and a cache line read

• Weighted fairness applies weights to requesters and guarantee contenders will be served with 
respect to their weights – as long as there is continuous contention

• Or, one might need to mitigate the effects of topology on arbitration

Arteris Confidential 5212/13/2021



Weighted fairness – adjusting arbitration to topology

• Cascaded arbiters can lead to great differences in 
how requesters can access a resource

• Special QoS mechanisms can mitigate this problem

• Weighted fairness can also mitigate this effect

– Can become tricky if state must be maintained over 
time so that the arbiter “remembers” the past to allow 
the weighting to apply even if there is no continuous 
contention.
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Domain crossings
W H AT T I M E  I S  I T  O N  T H E  O T H E R  S I D E ?
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Clock domains

• GALS concept:

– “Globally Asynchronous, Locally Synchronous”

– SoC divided into multiple synchronous islands

– Islands asynchrnous w.r.t. each other

– Benefits: 

• No clock balancing across long distances == easier 
timing closure

• Lower stress on power supply (no synchronized 
transitions == spikes on the whole chip)

• The NoC must ensure communication between 
islands!

• Solution 1: run the NoC synchronous, adapt 
between NoC and IP

– Bad for timing closure (NoC spans long distances)

– Bad for gate count (wide asynch FIFO)

• Solution 2: implement Asynch FIFO in the transport

– Best for timing closure, lower gate count (packets 
narrower then transactions)
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Dynamic Power management

• Dynamic power 
management required by 
increase in leakage currents 
in CMOS planar 

– Leakage = current flowing in 
absence of activity
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Crossing Power domains – Isolation cells

• To avoid floating signals if they are no longer driven 
because the driver is OFF

– Need special isolation cells (clamp)

– Need to clamp at the value of the input signal at reset

• To avoid glitches at power up
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Thank you
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